
Why language?
Language is one of the greatest abilities of humans. Language contains dozens of conscious and subcon-
scious markers that act as a mirror of your life. The words, style or tone that people use, or not use, to express 
themselves contain a wealth of information. 

Natural language processing is a branch of artificial intelligence the enables computers to understand and 
interpret human language and has been used in countless applications to get insights from texts or their 
authors.

Pera is at the forefront of these developments, and we are the first to use natural language processing to 
identify potential in people based on open-ended questions in a digital interview. This provides great insights 
into people’s potential, while also providing a great candidate experience at the same time.

Why does it work ?
We have conducted millions of digital interviews to collect language from employees and candidates. Pera 
Labs has spent years of research and development, working together with the lab of Prof. Daelemans from 
the University of Antwerp, to develop the methodology that drives the digital interview.
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Unbiased by design
The approach we take to train our models is robust against bias.  
We have taken several precautions to fight bias in our models: 

•  Our algorithms don’t look at gender or cultural background and they also don’t look at  
characteristics in your language that show strong correlations to your gender or cultural  
background.

•  Training labels are collected with great care. The competency labels that serve as input to our  
algorithms are collected from employees with at least 6 months of working experience and  
(ideally) rated by both their managers and peers on competencies that lead to success in their job  
or organization. 

•  We evaluate if our models are fair. Gender bias is never found. We have investigated the impact of  
different cultures and countries in cooperation with Gert Jan Hofstede. 

Relevant section from white paper
Introduction
Pera has developed technology that helps organizations improve their selection process by overcoming the 
challenges of human bias and siloed data. The technology relies heavily on the consensus that personality 
traits and competencies are important predictors for job performance (e.g. Barrick and Mount, 1991; Hurtz 
and Donovan, 2000; Jackson and Rothstein 1991), and person-organization fit (e.g. O’Reilly III et al., 1991; 
Kristof-Brown et al., 2005; and Gardner, et al. 2012).   

Traditionally, psychometric personality questionnaires would be administered to candidates to evaluate their 
personality traits. Obviously, when a job is at stake, the responses to such questionnaires may not be entirely 
truthful, because responses may reflect a candidate’s perception of the ideal candidate rather than them-
selves (Furnham, 1990).  
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To make personality assessments more robust to dishonest answers, Pera’s technology aims to predict these 
personality traits and competencies from answers to open-ended questions. Recent advances in natural lan-
guage processing and machine learning have enabled efficient and reliable estimation of relevant traits and 
competencies from linguistic markers subconsciously produced in a person’s language. 
 

Personality trait prediction from text  

Pennebaker and King (1999) were the first to investigate correlations between frequencies of word categories 
(e.g. positive emotion words, negative emotion words, pronouns) and personality traits. Using multiple writing 
samples of several hundred college students they found modest correlations to self-reports of Big Five per-
sonality dimensions. Their approach of using word categories to analyse texts became known as Linguistic 
Inquiry and Word Count (LIWC) and has since become a popular approach to study associations between per-
sonality and language use in different contexts, including directed writing assignments (Hirsh and Peterson, 
2009), recording of day-to-day speech (Mehl et al., 2006), structured interviews (Fast and Funder, 2008), and 
online blogs (Yarkoni, 2010).  

The technique of word categories provides insight into associations between personality and language use, 
but the reported correlations are typically too low to reliably infer author personality from text. Nowson and 
Oberlander (2006) found that using n-grams (sequences of n items typically used to capture word colloca-
tions) resulted in more accurate predictions of personality and gender from online blogs than LIWC. Schwartz 
et al. (2013) showed that an open-vocabulary approach on a large corpus containing 700 million words, 
phrases, and topic instances collected from Facebook messages of 75,000 volunteers, provided insights and 
accuracies that could not be obtained with closed-vocabulary word-category analyses such as LIWC.  

Apart from predictive ability, another consideration when training language-based predictive models is 
their susceptibility to deception. It may be undesirable if an introvert could be classified as an extravert by 
deliberately using words that are mainly used by extraverts, e.g. party and beach (Schwartz et al., 2013). An 
approach to mitigate such straightforward deception attempts is to focus on how someone writes, rather 
than what they write. This method is known as computational stylometry and involves feature types such 
as simple character n-grams, punctuation, token n-grams, semantic and syntactic class distributions and 
patterns, parse trees, complexity, and vocabulary richness measures, and even discourse features (Daele-
mans, 2013). Stylometric features have been used to predict personality traits from student essays (Luyckx 
and Daelemans, 2008), transcribed video blogs (Verhoeven and Daelemans, 2014), and twitter messages 
(Verhoeven et al., 2016).  

More recently, deep learning techniques have enabled computers to efficiently learn semantic vector rep-
resentation of words, sentences, and paragraphs from large corpora (Mikolov et al., 2013; Pennington et al., 
2014, Le and Mikolov, 2014, and Devlin et al., 2018). By representing words, sentences, or paragraphs as 
(sequences of) dense N-dimensional vectors, significant performance gains have been reported in various 
natural language processing problems including sentiment classification, machine translation, and ques-
tion-answer systems (Young et al., 2018).  

Not surprisingly, Majumder et al. (2017) report that a neural network using these word-level vector embed-
dings outperforms traditional approaches (e.g. n-grams, closed-vocabulary, and open-vocabulary approaches) 
in terms of accuracy for Big Five personality traits. IBM personality insights, a commercial service to extract 
personality characteristics from text, is no longer using a LIWC-based model for predictions but is currently 
using a machine learning algorithm operating on word-level vector embeddings (IBM Personality Insights, 
2019).  

Pera’s technology also exploits recent deep learning techniques to infer personality traits and competencies 
from natural language. Using a proprietary unsupervised learning technique on a large answer corpus, we 
learn dense N-dimensional vector embeddings that capture the stylistic as well as semantic characteristics of 
answers to open-ended questions. In turn, these vector embeddings in combination with supervised machine 
learning techniques enable accurate personality trait and competency prediction models to be learnt from 
relatively small training datasets.
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